
Attacks on AI 

made easy
Elizaveta Tishina
Security Analysis Specialist, DeteAct

Moscow, August 26, 2022



2

Machine Learning in products

- Recommendation systems

- Identity verification

- Malware detection

- Spam detection

- Search engines

- Translation

- Machine vision

- Fraud detection

- Analysis of results of medical tests

. . .
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Threats to Machine Learning models
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Example model overview

• Train set:   MNIST dataset

• Prerequisites:   API access to model

• Attacker knowledge:   –

- Forms processing

- Bank cheques processing
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Evasion attack: Overview
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Evasion attack: Overview
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Evasion attack: Overview

Generate
adversarial sample

Did you get 
desired 
class?

NO

YES

Send sample to model
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Evasion attack: Example
github.com/qwqoro/ML-Talk

Approach: Fast Gradient Method [arXiv:1412.6572]
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Evasion attack: Impact

• Malware filters bypass / Antivirus evasion

• Spam e-mails & ad filters bypass

• Spoofing against verification systems

• Life-threatening situations

[arXiv:1804.05296]



10

Model inversion attack: Overview

Generate sample
Did you get

desired 
result?

NO

YES

Send sample to model

Continue!
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Model inversion attack: Example
github.com/qwqoro/ML-Talk

Approach: MIFace [DOI:10.1145/2810103.2813677]
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Model inversion attack: Impact

Leak of sensitive data:

• Contents of documents

• Medical records

• Passwords

• PIN codes

• Other secrets

[arXiv:2012.07805]
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Model extraction attack: Overview & Impact

Train your own model!

Get predictions from
the target model

• Intellectual property infringement
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Adversarial Robustness Toolbox

• Attacks

• Defences

• Estimators

• Metrics

• Data generators

- Examples & detailed notebooks

github.com/Trusted-AI/adversarial-robustness-toolbox
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[ART] Model extraction attack: Example
github.com/qwqoro/ML-Talk

Approach: Copycat CNN [arXiv:1806.05476]
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Counterfit
github.com/Azure/counterfit
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Counterfit
github.com/Azure/counterfit
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github.com/qwqoro/ML-Talk

[Counterfit] Evasion attack: Example

Approach: HopSkipJump [arXiv:1904.02144]



Original image Adversarial version 
of image

Difference
(exaggerated)

Original 
class

Original 
confidence

Resulting 
class

Resulting 
confidence

0 100% 6 98%

1 100% 8 56%

2 100% 4 73%

19

[Counterfit] Evasion attack: Example
github.com/qwqoro/ML-Talk
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Counterfit

• Hiding malicious queries

• Using a proxy

• Sending and collecting outputs from different locations

• Adding startup commands

• Overriding functions in the parent target

• Training a local model to attack

github.com/Azure/counterfit
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